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Thermodynamic Analysis of
Buoyancy-Induced Flow in
Rotating Cavities
Buoyancy-induced flow occurs in the rotating cavities between the adjacent disks of a
gas-turbine compressor rotor. In some cases, the cavity is sealed, creating a closed
system; in others, there is an axial throughflow of cooling air at the center of the cavity,
creating an open system. For the closed system, Rayleigh–Bénard (RB) flow can occur in
which a series of counter-rotating vortices, with cyclonic and anticyclonic circulation,
form in the r-� plane of the cavity. For the open system, the RB flow can occur in the
outer part of the cavity, and the core of the fluid containing the vortices rotates at a
slower speed than the disks: that is, the rotating core “slips” relative to the disks. These
flows are examples of self-organizing systems, which are found in the world of far-from-
equilibrium thermodynamics and which are associated with the maximum entropy pro-
duction (MEP) principle. In this paper, these thermodynamic concepts are used to explain
the phenomena that were observed in rotating cavities, and expressions for the entropy
production were derived for both open and closed systems. For the closed system, MEP
corresponds to the maximization of the heat transfer to the cavity; for the open system, it
corresponds to the maximization of the sum of the rates of heat and work transfer. Some
suggestions, as yet untested, are made to show how the MEP principle could be used to
simplify the computation of buoyancy-induced flows. �DOI: 10.1115/1.2988170�

Keywords: rotating cavity, buoyancy, far-from-equilibrium thermodynamics, self-
organizing systems, maximum entropy production
Introduction
Figure 1 shows a simplified diagram of a high-pressure com-

ressor rotor, through the center of which is an axial flow that is
sed for cooling purposes in the turbine stages of the gas-turbine
ngine. This will be referred to here as an open system. In some
ngines, the cavities are sealed, creating rotating annuli, which
an be treated as closed systems.

For both these systems, buoyancy-induced flow is the principal
echanism for heat transfer from the rotating compressor disks

nd the peripheral “shrouds,” which is the name often used to
efer to the outer cylindrical surface of the rotating cavity. In a
ypical compressor rotor, the centripetal acceleration �which is the
ominant acceleration term in the buoyancy force� is several or-
ers of magnitude greater than the gravitational acceleration, and
he latter is usually ignored.

Farthing et al. �1� conducted experiments in a rotating-cavity
ig, which had an axial throughflow of cooling air and a radius
atio of a /b�0.1, and observed a flow structure similar to that
hown in Fig. 2. Air entered the cavity in a so-called radial arm,
n either side of which was a cyclonic and anticyclonic vortex.
he authors used the linear equations for an inviscid rotating fluid

o show that radial flow can only occur in the rotating core of the
uid if there is a circumferential gradient of pressure. The cy-
lonic and anticyclonic vortices, similar to those found in the
arth’s atmosphere, create regions of low and high pressure, and

hese provide the Coriolis forces necessary for the radial flow to
ccur. Laser Doppler Anemometry �LDA� measurements of the
ir velocity in the rotating cavity revealed that the core rotated at
n angular speed, �c, which was slower than that of the disks, �.
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That is, the core of the fluid slipped relative to the rotating cavity,
and this slip increased as the temperature difference between the
heated rotating surfaces and the cooling air increased.

These effects were also observed, experimentally and computa-
tionally, by other researchers. Three of the most recent computa-
tions were achieved by Sun et al. �2�, Bohn et al. �3�, and Owen
et al. �4�. Sun et al. used large eddy simulation �LES� to compute
the flow and heat transfer in a cavity with a central axial through-
flow, and they compared their results with available experimental
data and with an unsteady Reynolds-averaged Navier–Stokes
�RANS� model. The LES model, although computationally de-
manding, produced better agreement than the RANS model with
the measured values of velocity and heat transfer. For both mod-
els, computations for a 120 deg segment of the cavity captured the
large-scale flow structure and gave similar results to computations
for the full 360 deg.

Bohn et al. used an unsteady 3D in-house computational fluid
dynamics �CFD� code to compute the flow structure that was ob-
served in an experimental rotating-cavity rig with a /b=0.3. �They
included a gravitational acceleration in their equations; this pro-
vided the nonaxisymmetric term required to trip the initially axi-
symmetric stratified flow into the Rayleigh–Bénard-type flow dis-
cussed below.� Flow visualization in the experimental rig revealed
that the flow structure changed periodically with time, and the
core could contain one, two, or three pairs of vortices; and, as
found in the experiments of Farthing et al., the core slipped. The
computed flow structure showed the same periodic behavior as the
experimental flow, and the quantitative agreement with the mea-
sured oscillation periods was excellent. Figure 3 shows a time
sequence of the computed flow structure for Re�=2�105 and
Rez=2�104 where the number of vortex pairs increase from one
to two to three; in the subsequent sequence, not shown here, the
three pairs reduce to two and then to one again.

Owen et al. �4� compared their computations with the experi-

mental results of Owen and Powell �5�. The experimental results

JULY 2010, Vol. 132 / 031006-110 by ASME

 license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



w
m
c
a
o

f
=
�
a
c
c
a
t
t
r
s
a
r
h
d
a
a
w

F
t

F
h
†

0

Downlo
ere obtained in a rotating-cavity rig with a /b=0.4, and LDA
easurements suggested that one, two, or three pairs of vortices

ould occur. A commercial 3D unsteady CFD code �FLUENT� with
k-� turbulence model �similar to that used in the RANS model

f Sun et al.� was used for the computations.
Figure 4 shows the computed temperature contours in the core

or two of the test cases, Expt. 2 �Re�=0.43�106 and Rez
0.303�104� and Expt. 5 �Re�=1.57�106 and Rez=0.164
104�. For Expt. 2, the axial throughflow of the cooling air cre-

tes a circular ring of cold fluid �colored blue� at the center of the
avity. “Radial arms” �green� transport some of the fluid from the
enter to the periphery of the cavity, creating a thin layer of cold
ir �green� adjacent to the unheated shroud. For Expt. 2, two dis-
inct radial arms are clearly visible, and this is in agreement with
he two-cell structure that was observed experimentally. To the
ight of each radial arm, the circulation is cyclonic, which corre-
ponds to a low-pressure region; in this region, hot air �red� flows
xially from the heated disk into the core. To the left of each
adial arm, the circulation is anticyclonic, which corresponds to a
igh-pressure region where the core air flows axially toward the
isk. The contours for Expt. 5 are more complex: Several large
nd small radial arms can be seen and to the right of each one is
high-temperature region. For this case, the LDA measurements
ere unable to determine the number of cells.

ig. 1 Simplified diagram of the high-pressure compressor ro-
or with an axial throughflow of cooling air

ig. 2 Schematic of the flow structure in the core of the
eated rotating cavity with an axial throughflow of cooling air
1‡
Fig. 3 Computations of the flow structure in the core of the hea
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King et al. �6� used unsteady 2D and 3D CFD codes, with no
Reynolds averaging, to compute the heat transfer in a sealed an-
nulus �with a /b=0.5� with a radial heat flow from the hot outer
cylinder to the cold inner one for Ra�109. Their computed 2D
�r-�� streamlines �see Fig. 5� showed that Rayleigh–Bénard flow
occurred, with cyclonic and anticyclonic vortices, in the r-�
plane; the vortices could vacillate and their number could change
with time. The computed time-average Nusselt numbers were in
good agreement with correlations for a stationary cavity but were
significantly higher than the correlations of Bohn et al. �7�; the
reason for this overestimate of Nu was not understood.

The above papers reveal some of the phenomena associated
with buoyancy-induced flow in open and closed rotating cavities,
and it is not intended to discuss here the numerous studies of this
subject: A comprehensive review is included in Ref. �6�. The rea-
son why vortex pairs occur can be explained by the linear theory
referred to above. However, the questions of how many vortex
pairs are formed, why, and by how much the core slips, as far as
this author knows, have never been addressed. It is the object of
this paper to show how thermodynamics can be used to address
these questions.

Rayleigh–Bénard flow is an example of a self-organizing sys-
tem. Such systems, together with the related maximum entropy
production principle, are found in the world of far-from-
equilibrium thermodynamics, which is discussed in Sec. 2 and
which is applied to closed and open rotating cavities in Secs. 3
and 4. In Sec. 5 suggestions are made about how these thermody-
namic concepts could be used in CFD, and the main conclusions
are summarized in Sec. 6.

Color versions of the figures in this paper can be seen in the
electronic version of the paper or in the earlier conference paper
�ASME GT2007-27387�.

2 Self-Organizing Systems and Maximum Entropy
Production

For a background on the thermodynamics used here, the reader
is referred to Sonntag and Van Wylen �8� and to Kondepudi and
Prigogine �9�. Symbols not defined in the text can be found in the
Nomenclature.

Fig. 4 Computed temperature contours in the core of the
heated rotating cavity with an axial throughflow of cooling air
†4‡. Expt. 2 on the left and Expt. 5 on the right „rotation of the
cavity is clockwise….
ted rotating cavity with an axial throughflow of cooling air †3‡

Transactions of the ASME
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The following common, but not universal, definitions are used
elow. An isolated system is one where neither matter nor energy
an cross its boundary; a closed system is where energy, but no
atter, can cross the boundary; and an open system is where both
atter and energy can cross the boundary.
From the second law of thermodynamics

dSsys + dSsur � 0 �2.1�

here the equality holds only for the case of reversible processes.
or an isolated system, where there is no transfer of entropy
cross its boundary, the entropy tends to a maximum, which is
eached if thermodynamic equilibrium is achieved.

In nonequilibrium thermodynamics, the rate of entropy produc-
ion, �, is a commonly used parameter, where

� =
d

dt
�Ssys + Ssur� �2.2�

o that for all irreversible processes ��0. �It should be noted that
is used here to represent the overall value of entropy production,

or the complete system and surroundings, and not the local value
hat is used in some of the publications cited below.� Self-
rganizing systems �SOSs� and maximum entropy production
MEP� are two related phenomena that are found in the world of
ar-from-equilibrium thermodynamics �see, for example, Ref.
10��. These nonlinear systems are associated with instability and
uctuations, and one of the most cited examples is RB convection
here the constant flow of heat across the system boundary en-

ures that the fluid never reaches equilibrium with its surround-
ngs.

Such systems evolve to a quasisteady state that maximizes the
ate of entropy exported to the surroundings: high-grade �low en-
ropy� energy enters the system and an equal amount of low-grade
high entropy� energy leaves. The system uses, and maximizes,
his flow of energy to organize itself into an optimal state: the
igher the rate of energy transfer, the higher the rate of entropy
roduction. �Contrast this with a heat engine for which the de-
igner attempts to maximize the available work output by mini-
izing the entropy production.� Entropy can be regarded as the
aste, or by-product, produced from energy consumption; this
aste is exported to the surroundings.
Kondepudi and Prigogine �9� used the term dissipative struc-

ures for these self-organizing systems. As stated above, the states
re created by the dissipation or conversion of high-grade energy
nto a low-grade form, and Prigogine suggested that the evolution
f these states occurs by order through fluctuations. �Prigogine
as awarded the Nobel Prize for Chemistry in 1977 for his work
n dissipative structures. For readers familiar with Prigogine’s
inimum entropy production principle, it should be noted that this
rinciple only applies to linear systems close to equilibrium and
ot to the nonlinear far-from-equilibrium systems considered

ig. 5 Computed 2D Rayleigh–Bénard vortices in a sealed ro-
ating annulus †6‡
ere.�

ournal of Turbomachinery
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As discussed in Ref. �8�, in statistical thermodynamics a mi-
crostate comprises a particular distribution of all the particles in
the system, and each microstate is considered to have an equal
probability of existence; a macrostate is defined by its observable
macroscopic properties, which depend on the constraints on the
system. Each possible macrostate can be created from a number of
different microstates, and the probability of the existence of each
macrostate is related to the number of its possible microstates.
This in turn can be related to entropy, defined by Boltzmann in
terms of the relative probability of the existence of a particular
macrostate. �Boltzmann’s constant makes his entropy, which was
derived using statistical mechanics, mathematically equivalent to
the classical thermodynamics entropy, which is defined in terms of
heat and temperature.� Statistical models show that for systems
comprising large numbers of particles—as is the case in most
engineering applications—a small number of macrostates tend to
dominate.

In nonequilbrium statistical thermodynamics, the paths rather
than states are the focus of attention: Micropaths are analogous to
microstates, and the most probable macrostate is the one con-
nected by the maximum number of micropaths. Using Shannon’s
definition of information entropy, Jaynes �11� showed that, away
from equilibrium, the most probable macrostates are those associ-
ated with the maximum production of entropy. �The introduction
of a dimensional constant of proportionality into Shannon’s non-
dimensional information entropy makes it mathematically equiva-
lent to Boltzmann’s thermodynamic entropy.� Later, Dewar �12�
used Jaynes’ statistical approach to show, among other things, that
self-organizing systems emerge from the MEP principle.

As discussed by Martyushev and Seleznev �13�, the MEP prin-
ciple has been used extensively in physics, chemistry, and biology.
In their comprehensive review, the authors show the relationship
between many different applications of the principle, including
RB convection and the geophysical systems that are relevant to
the work discussed here. They credit Ziegler �14� for having de-
veloped the MEP principle for continuum mechanics; his work,
which was based on a phenomenological rather than a statistical
approach, was largely overlooked by subsequent researchers who
developed their own ad hoc applications of the principle.

A review of the MEP principle applied to geophysical systems
is given by Ozawa et al. �15�; they compared the Earth’s climate
system with a heat engine operating between thermal reservoirs at
the equator and the poles. In particular, the authors showed how
the principle could be applied to RB convection in a stationary
system, and their predicted variation of Nusselt numbers with
Rayleigh numbers agreed well with experimental correlations.

Paltridge �16–18� was the first to apply an ad hoc version of
entropy production to the Earth’s climate system; he used a theo-
retical “zonal average model” in which the oceans and atmosphere
were divided into a number of cells connected by a horizontal
flow of energy. By assuming that the average annual climate cor-
responds to the case where the total energy dissipation—and
hence the total entropy production—is maximized, he was able to
predict annual variations of surface temperature that agreed
closely with observations. Although Paltridge’s model was ini-
tially treated with skepticism by some in the scientific community,
many researchers later obtained similar results. The model has
since been applied to other areas such as ocean circulation, plan-
etary atmospheres, and global warming. �Using the statistical ar-
guments referred to above, Dewar showed that Paltridge’s method
was indeed consistent with the MEP principle.�

Of relevance to the discussion of RB flow is the fact that a SOS
can often exist in more than one macrostate. In statistical mechan-
ics, an attractor is defined as a region of the state-space, or phase-
space, that the system can enter but cannot leave �see Ref. �10��.
An attractor can be pictured as a landscape with a small number of
separate valleys, as shown in Fig. 6, where the depth of the val-
leys is proportional to �. Each valley corresponds to a local maxi-

mum of entropy production, and the deepest valley corresponds to

JULY 2010, Vol. 132 / 031006-3
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he global maximum. Noise or fluctuations enable the system to
ove from one valley to another, and a noisy system may move

onstantly between valleys in a limit cycle; the “three-valley” os-
illating flow observed by Bohn et al. �3� may well be an example
f such a cycle.

These concepts are now applied to buoyancy-induced flow in
otating cavities.

Buoyancy-Induced Flow in a Sealed Rotating Annu-
us

3.1 Entropy Production in a Closed System. A thermody-
amic model of a closed rotating cavity is shown in Fig. 7. Heat
ows into the fluid inside the cavity from a large hot source
which can be thought of as the outer cylindrical wall of the cav-
ty� and flows from the cavity into a large cold sink �or inner
all�, with constant temperatures TH and TC, respectively.
There are in effect three subsystems: the source, the cavity, and

he sink. If the boundary is drawn around the source and the
avity then the sink can be regarded as the surroundings. If the
oundary is drawn around all three then the system can be re-
arded as isolated. The latter case is chosen here but the final
esult is the same whichever boundary is chosen. From Eq. �2.2�,

� =
dScav

dt
+

Q̇C

TC
−

Q̇H

TH
�3.1�

Fig. 6 “Attractor landscape” with three valleys

Fig. 7 Thermodynamic model of a closed rotating cavity

Fig. 8 Transient 2D computed isotherms for
6
=4Ã10

31006-4 / Vol. 132, JULY 2010
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In the steady state �if one exists�, Q̇H= Q̇C and the average
temperature and entropy of the fluid in the cavity will be invariant
with time, hence

� = Q̇H

TH − TC

TC TH
�3.2�

For buoyancy-induced flow in rotating cavities, there can be
several possible self-organizing macrostates, each corresponding
to a particular value of N, the number of vortex pairs. From the
above discussion, each macrostate will correspond to a local
maximum of �, which from Eq. �3.2�, will correspond to a local

maximum of Q̇H.
In the Rayleigh–Bénard convection discussed below, some of

the heat entering the cavity is converted to kinetic energy in the
vortices, and this energy is then dissipated as heat in the boundary
layers before leaving the cavity. That is, low-entropy heat enters
the system and high-entropy heat leaves it.

3.2 Rayleigh–Bénard Convection. Lewis �19�, Lewis and
Rees �20�, and King �21� used direct numerical simulation to com-
pute for the 2D unsteady buoyancy-induced laminar flow in a
sealed rotating annulus, the temperature of the outer cylindrical
surface being TH and that of the inner surface TC, where TH
�TC. The initial condition corresponded to a solid-body rotation
with axisymmetric radial conduction, and an initial perturbation of
the flow field was used to break the symmetry.

Lewis carried out most of his computations for different values
of a /b and Ra with a single initial perturbation. The transient
development of the initially circular isotherms to the final N=4
macrostate �referred to here as N4� for Ra=4�106 and a /b=0.5 is
shown in Fig. 8 for four values of 	 �where 	, the nondimensional
time, is given by 	=
t /b2�. This is a graphic example of the
evolution of a self-organizing system.

For the case of a /b=0.5 and Ra=106, Lewis computed for the
transient flow with n point perturbations �where n=2–8� at regu-
lar circumferential intervals to break the initial symmetry. The
resulting values of Nu �which Lewis defined as the ratio of the
radial convection to the initial conduction� are shown in Fig. 9.
For n�6 a steady solution exists. For these cases �although it
cannot be deduced from Fig. 9� N=n, and the maximum value of
Nu occurs when n=N=6. For n=N=7, the flow is unsteady, for
n=8, the flow is very unsteady, and at 	�0.5, the unstable N8
becomes a stable N4.

Using the model of the “attractor landscape” discussed above,
and shown in Fig. 6, these seven macrostates are all within the
attractor, each “valley” of which corresponds to a local maximum
in Nu �and hence in �� with the n=N=6 case corresponding to the
global maximum. The initial conditions constrained the system to
find one of these local valleys from which escape was only pos-
sible if the fluctuations were large enough, as was the case for
N=8. Given sufficiently large fluctuations, the system would be

ealed rotating annulus †19‡: a /b=0.5 and Ra
a s
Transactions of the ASME
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xpected to spend most of the time in the macrostates where Nu
nd � are close to the global maximum.

For 103.5 Ra�109, the computations of King �who used a
ingle initial perturbation� showed that, for a /b=0.5, N could be
, 5, or 6 and for a /b=0.7, N could be 9, 10, and 11. Although the
omputations of both King and Lewis showed no systematic effect
f Ra on N, they did show that N tends to increase as a /b in-
reases. That is, N increases as the radial height of the cavity, b
a, decreases. This suggests that the most probable macrostates
re the ones corresponding to the annulus being filled with circu-
ar vortices, with the diameter of each vortex being approximately
qual to b−a. Ignoring the thickness of the boundary layers, the
alues of a /b that satisfy this “circular-vortex hypothesis” are
iven by

a

b
=

2N − �

2N + �
�3.3�

Figure 10 shows the variation of N with a /b according to Eq.
3.3�. Also shown are the values of N computed by King and
ewis for various values of a /b and values of Ra of up to 109. It
hould be noted that the values of N associated with a particular
alue of a /b could change with time. �This was also observed for
pen rotating cavities.� Considering the simplicity of this ad hoc

ig. 9 Effect of n on computed Nusselt numbers for a sealed
otating annulus †19‡: a /b=0.5 and Ra=106

ig. 10 Variation of the number of vortex pairs, N, with the
adius ratio, a /b, of the closed cavity. Solid symbols, Eq. „3.3…;
, computations of Lewis †19‡; and �, computations of King

21‡.

ournal of Turbomachinery

aded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME
hypothesis, the agreement between Eq. �3.3� and the computations
is surprisingly good.

Buoyancy-induced flow in open cavities is discussed below.

4 Buoyancy-Induced Flow in Open Rotating Cavities
Referring to Fig. 11, in the open system a rate of heat transfer,

Q̇H, flows into the cavity through the outer cylindrical surface,

which has a temperature TH and a rate of heat transfer, Q̇C, and
flows out of the cavity into the axial throughflow of cooling air,
which acts as the cold sink.

The cooling air, with a mass flow rate of ṁ, enters the system
with a temperature T1 and leaves with a higher temperature T2.
Buoyancy effects cause some of this cooling air to be entrained
into the rotating cavity �as shown in Fig. 4�, and the air conse-
quently leaves the system with an angular momentum higher than
that with which it enters. This momentum exchange causes the
core of fluid to slip with respect to the disks �as discussed above�,
which creates a drag on the rotating surfaces. Work must therefore
be transferred across the system boundaries to provide the neces-
sary frictional moment.

The analysis below assumes the fluid to be a perfect gas with
the following properties:

pv = RT �4.1a�

R = Cp − Cv �4.1b�

 =
Cp

Cv
�4.1c�

dh = Cp dT �4.1d�

ds = Cv
dT

T
+ p

dv
T

�4.1e�

where lowercase symbols are used for the properties v, h, and s to
denote their specific values. Equation �4.1e� can be expressed as

ds = Cp�dT

T
−

 − 1



dp

p
� �4.2�

For the steady-state case, Eq. �2.2� can be expressed as

� = ṁ�s2 − s1� −
Q̇H

TH
�4.3�

and, using Eq. �4.2�, it follows that

� = ṁCp ln��T2

T1
�� p1

p2
�−1/	 −

Q̇H

TH
�4.4�

All quantities evaluated at Stations 1 and 2 in this and subse-
quent equations should be bulk-average values. When the heat

Fig. 11 Simplified diagram of the open rotating cavity
transfer and the temperature of the hot source are nonuniform,

JULY 2010, Vol. 132 / 031006-5
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hich is usually the case in practice, it is necessary to integrate
he local surface temperature Ts and heat flux qs over the heated
urface of the cavity, so that

Q̇H

TH
=


A

qs

Ts
dA �4.5�

here A is the area of the heated surface. This integration, which
ay also be necessary for the closed cavity discussed above, is

asy to achieve from computed results but is more difficult with
xperimental data.

Further insight can be given by using the first law of thermo-
ynamics for an open system:

Q̇H − Ẇ = ṁCp�T0,2 − T0,1� �4.6�

here Ẇ is the rate of work done by the system on the surround-
ngs and T0,1 and T0,2 are the total temperatures at inlet to and
utlet from the system. Now

Ẇ = − M� �4.7�

here M is the moment exerted by the rotating surfaces on the
uid in the cavity, and

M = ṁ�r2V�,2 − r1V�,1� �4.8�

ence, Eq. �4.6� can be expressed as

Q̇H = ṁCp�T0,2 − T0,1� − ṁ��r2V�,2 − r1V�,1� �4.9�

nd, from Eq. �4.4�,

� = ṁCp�ln��T2

T1
�� p1

p2
�−1/	

−
1

TH
��T0,2 − T0,1� −

�

Cp
�r2V�,2 − r1V�,1�	� �4.10�

It is therefore possible to calculate � using computed, or mea-
ured, quantities in the axial throughflow.

For the case when �T�T1, where �T=T2−T1,

ln�T2

T1
� �

�T

T1
�4.11�

n addition, if the pressure and velocity changes are small com-
ared with the temperature changes, Eq. �4.10� reduces to

� � Q̇H

TH − T1

T1TH
�4.12�

s T1 for the open system is equivalent to TC for the closed
ystem, Eq. �4.12� is equivalent to Eq. �3.2�.

As for the closed system, the most probable macrostates will be
he ones for which � is maximized, and Eq. �4.10� shows that this
ill occur when the sum of the rates of heat and work transfer to

he system is a maximum. �As discussed in Sec. 2, self-organizing
ystems tend to maximize the available energy input, importing it
s high-grade energy and exporting it in a low-grade form.�

It is convenient to define RS, the slip ratio, as

RS =
� − �c

�
�4.13�

here �c is the angular speed of the rotating core of fluid in the

avity; in general, �=��Q̇H ,RS�. The rotational buoyancy force,

nd therefore Q̇H, increases as the centripetal acceleration of the

otating core ��c
2r� increases: An increase in RS is therefore asso-

iated with a decrease in Q̇H and consequently in �. However, an
ncrease in RS is also associated with an increase in the frictional
ork term and in �. This implies that there are optimum values of

˙

S and QH that maximize �.
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Possible ways of using these results to simplify the computation
of buoyancy-induced flows are suggested below.

5 Possible Application to CFD
Although buoyancy-induced rotating flows are usually three di-

mensional and unsteady, in many cases there are quasisteady
solutions—or self-organizing macrostates—trying to get out.
These metastable macrostates are the ones for which � is maxi-
mized, and the appropriate value of � can be calculated by Eq.
�3.2�, Eq. �4.4�, or Eq. �4.10�. It should be noted, however, that—
just as for the experimental measurements—the numerical solu-
tions will depend on the initial conditions and on the fluctuations
inside the system and on its boundaries.

If the system oscillates between different macrostates, as ob-
served by Bohn et al. �3�, this suggests that the differences in �,
and hence in heat transfer, are relatively small. It should be re-
membered that Bohn et al. broke the initial axisymmetry of their
computed flow by means of a gravitational body force in the equa-
tions, which were expressed in a rotating frame of reference. The
vertical gravitational vector, albeit small in magnitude compared
with the centripetal acceleration, rotated relative to the rotating
cavity. It is unclear, therefore, whether the observed oscillatory
flow was caused by the intrinsic instability of the flow or by the
weak oscillatory forcing term.

In principle, it should be possible to use a 3D steady CFD code
�using, for example, false-transient marching procedures� to find
the most probable macrostates. Unless the gravitational term is
shown to be significant, the initial symmetry-breaking conditions
could be random rather than systematic. Also, the fluctuations—
generated by the iterative numerical solution or by the turbulent
nature of the flow—need to be sufficiently large to allow � to
achieve its local and global maxima. The sensitivity of a particular
macrostate to imposed fluctuations should indicate the stability of
the flow and the probable range of Nusselt numbers for that flow.

By using a reference frame that rotates with the fluid core, at
angular speed �c, steady computations could be carried out for
different values of cavity speed, �. This would enable the opti-
mum values of RS to be determined; this in turn would allow the
most probable heat transfer rates to be calculated.

If steady-state solvers were able to produce acceptable solutions
then further simplification could be achieved by modeling a seg-
ment of the cavity large enough to capture one vortex-pair. In-
deed, it might also be possible to make a simple analytical model
of such a flow. A steady solution would not be able to capture all
the physics but if it were able to provide an acceptable estimate
for the heat transfer in an acceptable computational time then the
method should be acceptable for design purposes.

The above suggestions are speculative and need to be tested by
the CFD community. It is a chicken-and-egg problem: There is
insufficient available evidence to test the ideas presented here as
no one appears to have applied these thermodynamic concepts to
rotating flows. But unless the computationalists and experimental-
ists search for the evidence they will not find it. The calculation of
� in existing and future computations should show how well the
principles apply, and a comparison between steady and unsteady
computations should reveal whether or not the above suggestions
have merit.

6 Conclusions
For the first time—as far as the author is aware—the principles

of far-from-equilibrium thermodynamics have been applied to
buoyancy-induced flow in rotating cavities. These flows display
the characteristics of self-organizing systems, in which the most
probable macrostates are associated with the maximum produc-
tion of entropy. Equations for �, the rate of entropy production,
have been derived for both closed and open rotating cavities.

The flows that occur in rotating cavities can exist in a number

of different metastable macrostates, defined by N, the number of
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ortex pairs, and by RS, the core slip ratio. For closed systems, the
aximum value of � corresponds to the maximum rate of heat

ransfer; and for open systems, it corresponds to the maximum
um of the rates of heat and work transfer into the cavity.

For the closed cavity, an ad hoc hypothesis was made that cir-
ular vortices are more probable than noncircular ones. The pre-
icted variation of N with the radius ratio, a /b, of the cavity
grees well with values computed for a wide range of radius ra-
ios.

The thermodynamic principles used here explain the phenom-
na that have been observed computationally and experimentally
n buoyancy-induced rotating flows. Suggestions—which have yet
o be tested numerically—were made to show that it may be pos-
ible to use these principles to achieve acceptable estimates of the
eat transfer using steady rather than unsteady 3D CFD codes.

There is a paucity of available evidence to test the ideas pre-
ented in this paper. It is a chicken-and-egg problem: as no one
ppears to have applied these principles to rotating flows, there is
ittle published evidence; and unless the computationalists and
xperimentalists search for the evidence they will not find it.
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omenclature
a � inner radius of the cavity
A � area of the heated surface
b � outer radius of the cavity

Cp � specific heat at constant pressure
Cv � specific heat at constant volume

g̃ � centripetal acceleration
h � specific enthalpy
L � characteristic length
ṁ � mass flow rate
M � moment exerted by the rotating surfaces on the

fluid in the cavity
n � number of circumferential perturbations
N � number of vortex pairs in the cavity

Nu � Nusselt number
qs � surface heat flux
Q � heat transferred from the surroundings to the

system

Q̇ � rate of heat transferred from the surroundings
to the system

r � radius
R � gas constant

RS � slip ratio �=��−�c� /��
Ra � Rayleigh number �=g̃L3��T /
2�

Re� � rotational Reynolds number �=�b2 /��
Rez � axial Reynolds number �=Vz b /��

s � specific entropy
S � entropy
t � time

T � static temperature
T0 � total temperature
u � specific internal energy
v � specific volume

Vz � bulk-average axial velocity at the inlet to the
open cavity
ournal of Turbomachinery
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V� � tangential component of the velocity in a sta-
tionary frame

Ẇ � rate of work done by the system on the
surroundings


 � thermal diffusivity
� � volume expansion coefficient

�T � temperature difference
�T � characteristic temperature difference

 � ratio of specific heats
� � kinematic viscosity
� � global rate of entropy production
	 � nondimensional time �=
t /b2�

� � angular speed of the rotating cavity
�c � angular speed of the rotating core

Subscripts
cav � cavity

C � cold sink
H � hot source

sur � surroundings
sys � system

1 and 2 � inlet and outlet of the open system
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